
Unlinkable Communication

Volker Fusenig Eugen Staab Uli Sorger Thomas Engel

University of Luxembourg
Faculty of Sciences, Technology and Communication

6, rue Richard Coudenhove-Kalergi
L-1359 Luxembourg

Email: {Volker.Fusenig, Eugen.Staab, Ulrich.Sorger, Thomas.Engel}@uni.lu

Abstract

In this paper we present a protocol for unlinkable com-
munication, i.e. where an attacker cannot map the sender
and receiver node of a communication. Existing anonymity
protocols either do not guarantee unlinkability (e.g. Tor and
Mix networks), or produce huge overhead – the dining cryp-
tographers network causes quadratic number of messages.
Our protocol needs only a linear number of messages while
it still guarantees unlinkability. We introduce a measure of
unlinkability and show that our protocol offers the highest
possible degree of unlinkability. We show how to use the
protocol in practice by adapting it to internet and ad hoc
communication.

1 Introduction

A number of techniques were introduced in order to pro-
tect the unlinkability of certain data items and users. Mix
networks protect the unlinkability of messages entering and
leaving a mix [2]. The basic functionality is as follows:
The users of a mix send their messages encrypted and with
fixed size to the mix. The mix waits until it receives n such
messages, decrypts and forwards them in a resorted order
to the destination. As result an attacker cannot map the in-
coming and the outgoing messages only by observing one
communication round. However, if he observes a mix for a
longer period of time he might gain information that helps
to map these communication links. These kinds of attacks
are called traffic analysis attacks. In order to complicate
traffic analysis Köpsell et al. [9] build paths over several
mixes. If a path consists of m mixes where each mix mixes
n messages in a round, there are together nm possible com-
munication partners for a sender node. Still traffic analysis
is possible; indeed it is more difficult because the attacker
has to identify the correct communication link out of a big-
ger set of possible communication links.

The more popular protocol TOR [6] builds a path over
so called onion routers, which only decrypt the incoming
messages and forward them to the next onion router on the
path or to the destination. Because there is no mixing at an
onion router, a strong passive attacker that is able to observe
all the network communication can easily map the commu-
nication partners. In fact there have been several successful
attacks on TOR (see Bauer et al. [1]).

When using the dining cryptographers network (DC net)
technique [3] traffic analysis attacks are not possible. The
users of a DC net build groups, where all members of a
group share pairwise secret keys that are only used once.
Sending of messages is round based, which means that all
members have to reserve a time slot anonymously in which
the real message is sent. In every round all group members
have to publish the sum modulo 2 of all shared secret keys,
except node A who is allowed to send a message. He pub-
lishes the sum modulo 2 of all secret keys and the message.
As result the sum modulo 2 of all published values is the
message sent by A. Chaum proved that an attacker does not
learn any information by observing the execution of the pro-
tocol. The reason why this approach is not used in practice
is the high message overhead that is generated by this pro-
tocol. To send one message using the DC net protocol, all
members of the group have to send one message to all other
members of the group. So for a group size of n the protocol
generates n2 messages in order to send one message, where
the size of the anonymity set only increases to n.

In this paper we introduce a protocol that also offers
provable unlinkability, e.g. where the attacker cannot link
the sender and receiver of a communication, but with no-
tably less cost. It bases on layered encryption with fixed
path length, where the target node is placed randomly on
the path. While using our protocol the message overhead
is only linear to the size of the unlinkability set. We use a
measure for unlinkability to evaluate the protocol.

The rest of the paper is organized as follows: In Section
2 we give definitions which we will use in the rest of the
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paper. We introduce the protocol in Section 3 and prove the
unlinkability. Finally, we conclude our work in Section 4.

2 Prerequisites

In this section we define the terms anonymity and un-
linkability and the attacker model which are used for the
evaluation of the protocol.

2.1 Anonymity

In this paper we use the widely accepted definition for
anonymity of Pfitzmann and Köhntopp [10]:

Anonymity of a subject means that the sub-
ject is not identifiable within a set of subjects, the
anonymity set.

Anonymity is usually related to an action a. All users that
might have performed this action a belong to the corre-
sponding anonymity set, such as the sender anonymity set
for sender anonymity and the receiver anonymity set for re-
ceiver anonymity. Besides from knowing the members of
an anonymity set the attacker might have information so
that some members are more likely to be the originator of
this action than others. These facts lead to the definition
of the degree of anonymity. We use the information the-
oretic approach that was independently introduced in [11]
and [4]. Both propose to measure the degree of anonymity
as entropies whose values depend on the likelihood of the
members of the anonymity set for being the originator of
an action. The degree of anonymity for a system S with an
anonymity set of A = {a0, · · · , an} can be calculated by:

H(S) = −
∑
ai∈A

P (ai) log2 P (ai).

2.2 Unlinkability

For unlinkability we also use the definition of Pfitzmann
and Köhntopp [10]:

Unlinkability of two or more items of interest
(IOI) from an attacker’s perspective means that
within the system, the attacker cannot sufficiently
distinguish whether these IOIs are related or not.

The unlinkability set consists of all possible relations, i.e.
for network communication of all combinations of sender
and receiver nodes. Just as for anonymity one can define
how to measure the degree of unlinkability. We introduce
a simplified version of the definition of Steinbrecher and
Köpsell [13], and Franz et al. [7], which is an information
theoretic approach.

In the following we concentrate on the term unlinkability
in the context of network communication. First we define
the set of possible sender nodes as S = {s1, · · · , sn} and
the set of possible receiver nodes as R = {r1, · · · , rm}.
With this we can fix the communication links where si sent
a message to rj as li,j . The resulting set of all possible com-
munication links is L = {l1,1, · · · , ln,m}. The degree of
unlinkability is defined as the entropy of all possible com-
munication links:

H(L) = −
n∑

i=1

m∑
j=1

P (li,j)log2P (li,j).

This definition makes clear that the minimum degree of
unlinkability of 0 is reached if the probability of one com-
munication link li,j is one and the probability of all other
communication links is 0. In other words the degree of
unlinkability is 0 if the attacker can prove that si sent a
message to rj . On the other hand the maximum degree
of unlinkability is reached, if all communication links are
equiprobable. In this case the degree of unlinkability is
log2(n ·m) because there exist n ·m communication links.

2.3 Attacker model

We assume a strong passive attacker who is able to ob-
serve every communication in the network. The attacker is
not able to break cryptographic functions and has no pre-
vious knowledge on the used secret and private keys. Fur-
thermore he cannot actively manipulate the operation of the
system, e.g. by inserting, altering or replaying messages at
any communication link. Also he is not able to take over
any participant of the network. We assume as in [12] that
the attacker knows the system being used. Such an attacker
can easily break the unlinkability of the before mentioned
Tor networks, and also has good chances to break the un-
linkability of mix networks.

Later we analyze the impacts of active attackers on the
system. In this case the attacker can manipulate messages
at every communication link and he can control a fraction
of all participants. We will show how many collaborating
active attackers the protocol tolerates until it fails.

3 Perfect Unlinkability

We assume that the network topology is known by every
user. How this can be guaranteed is not part of this work.
For example in ad hoc networks this can be done by us-
ing a proactive routing protocol.We assume that every node
has a pair of public and private keys and also has access to
the public keys of all network members. These asymmetric
keys are used only for the establishment of secret keys.

52



We concentrate on two points to offer unlinkability to
the users of our system. In the first step (see Section 3.1)
we show a way to communicate so that an attacker can-
not receive any information on a communication partner by
observing sent messages. In the second step (see Section
3.2) we give rules how communication paths must be cho-
sen, so that an attacker also receives no information on the
communication partner while observing the complete path
a message travels.

3.1 Routing protocol

Our protocol for hiding the target of a message mainly
bases on layered encryption. This technique is also used
for instance in Onion Routing [6] and Acimn [8]. If a
node N0 wants to send a message m over a path of nodes
N1, · · · , Nt−1 to target node Nt, it first builds a key ex-
change message. The key exchange is important to reduce
the computational overhead while using layered encryption.
With only one key exchange message N0 exchanges secret
keys with all nodes on the path. In a simplified version of
the protocol N0 builds the key exchange message as fol-
lows: It chooses secret keys si for all nodes Ni on the path.
Then it builds the key exchange message by successively
encrypting the secret key and the rest of the message with
the public keys PKi of the nodes on the path. This results
in the message

(
s1

(
s2, · · · (st)PKt

· · ·
)
PK2

)
PK1

.

After having exchanged the secret keys node N0 can
send messages over this path by encrypting them succes-
sively with the secret keys of all nodes on the path beginning
with the target node. N0 now sends the layered encrypted
message ((mst) · · · )s1

to N1. If a node Ni receives such
a message it can decrypt one layer and forwards the mes-
sage to the next node on the path. We do not go into more
detail to the functionality of layered encryption. An opti-
mized version of the protocol and more information on the
operation of this technique can be found in [8].

To prevent packet volume attacks we use a constant mes-
sage size for all messages that are sent using our protocol.
Nevertheless with our attacker model as introduced in Sec-
tion 2.3 the attacker is still able to determine the destination
of a message, if the destination node does not resend the
message to another node. To prevent this we extend the path
N0, · · · , Nt by some other nodes Nt+1, · · · , Nt+e. We use
a constant length for all paths of p = t + e so that also a
strong passive attacker has no chance to obtain any infor-
mation on the placement of the target node Nt on the path.

With the protocol as described above it is only possible
to send messages from N0 to Nt. To not break the unlink-
ability, it is not allowed that Nt sends messages directly
back to N0 because in this case a strong passive attacker
can easily match those two nodes. To counter this prob-
lem we introduce tickets for sending messages back to the

sender node N0. So after sending a request to Nt, N0 sends
a ticket, which is a random message. Because of the lay-
ered encryption the attacker cannot determine that this is a
ticket for the backward communication. The target node Nt

replaces the random message by its encrypted response and
forwards it to the next node on the path. The last node Nt+e

bounces the message back on the same path to N0. Because
of the layered encryption the attacker cannot detect whether
and when a ticket is replaced by the response. If the sender
node receives such a response message it can decrypt it one
after another with the secret keys of the nodes on the path.
In the same way we can produce acknowledgments for the
receipt of messages.

3.2 Path selection

Up to now we have not yet discussed how the nodes of
the path are selected. As we mentioned in Section 2.3 we
assume that the attacker knows the algorithm for the path
selection. On that score the sender node must choose all
nodes of the path in a way such that they are equally likely
to be the target node.

When applying the protocol to internet communication
this can be done by choosing the nodes on the path ran-
domly. As result we have a degree of unlinkability of log2 n
if the communication path consists of n nodes.

In ad hoc networks it is also possible to choose random
waypoints and route all messages over these nodes. But if
there are no direct links between these waypoints the mes-
sages must be routed over several other nodes. So the path
over n random nodes consists of totally n + x nodes, where
x are the nodes to connect the random waypoints. These
x nodes do not belong to the unlinkability set, because a
strong attacker might detect that they are not randomly lo-
cated. Even if the attacker can detect this, the protocol guar-
antees a degree of unlinkability of log2 n. But the more
nodes are involved in the routing process the more increases
the cost and the chance for loosing the connection. So by
minimizing the involved nodes we can minimize the costs
and maximize the robustness.

It is important for the route selection, that all nodes that
belong to the unlinkability set have the same likelihood for
being the target node. By choosing the shortest path from
the sender node N0 to the target node Nt we can reach this
condition. By this also the distances from N0 to all other
nodes Ni, for 1 ≤ i < t, are optimal. To reach the required
size for the unlinkability set and also to hide the target node
in the path we extend the path over node Nt so that for all
following nodes Ni, for t+1 ≤ i ≤ t+e, the resulting path
N0 to Ni is also optimal.

If we assume that the network topology is known to the
nodes, the sender node N0 can easily build the shortest path
to the target node Nt by using the Dijkstra algorithm [5].
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The Dijkstra algorithm initializes the distance of all nodes
to ∞ and the distance for N0 to 0. All nodes are declared
as active. In every step it takes the active node Ni with the
shortest distance di and path Pi from N0 to Ni, and checks
for all outgoing edges e(Ni, Nj) if di + dist(e(Ni, Nj)) <
dj . If this is the case it updates the distance dj to di +
dist(e(Ni, Nj)) and Pj to Pi ∪ Ni. After having checked
all outgoing edges of Ni we declare Ni as passive. The
algorithm is repeated until the target node Nt is the active
node with the shortest distance which means that Pt is the
shortest path from N0 to Nt.

To extend the path only by nodes Ni, t < i ≤ t + e,
so that the resulting path from N0 to Ni is optimal we con-
tinue the Dijkstra algorithm in such a way, that we mark
all active nodes, whose shortest path goes over Nt. The al-
gorithm ends if a marked active node Ni is reached, whose
path length li is equal to the desired size of the unlinkability
set or if there is no more marked active node. In this case we
choose the marked passive node Nk, who has the maximum
path length lk. As a result we only have an unlinkability
set of lk nodes. Extending the path by nodes Ni so that
the path from N0 over Nt to Ni is not optimal would not
increase the unlinkability set because we assume a strong
passive attacker who knows how the path is selected.

3.3 Proof of Unlinkability

To prove the unlinkability of the protocol we have to
show that for all possible observations an attacker can make,
he gets no information on the communication partner Nt of
a sender node N0. This implies that the attacker is not able
to decrease the degree of unlinkability.

If we assume that the nodes on the path are selected such
that they are equally likely we can calculate the information
that the attacker receives by observation. We define n as
the number of nodes in the network and p as the length of
the path, over which the sender sends messages to the target
node. With these parameters we can calculate how much
information a strong passive attacker maximally receives if
he knows the complete path P beginning at the sender node
N0 and ending at the last node Np:

I(P ; Nt) = log2

P (Nt|P )
P (Nt)

= log2

1
n
1
p

= log2

p

n
.

If all nodes of the network belong to the communication
path then the attacker receives no information on the target
node.

If we use the definition of unlinkability (see Section 2.2)
and restrict the unlinkability set to the nodes in P then
the probability of every node Ni being the target node is
P (Ni) = 1

p . As result also the degree of unlinkability is
log2 p.

This shows that only knowing the nodes on the path of-
fers no information to the attacker if all nodes are chosen in
the same way. This is an important requirement, because if
the attacker knows that the nodes are chosen in a different
way he can reproduce a path for every possible target node.
By this he can limit the unlinkability set. In the worst case
the attacker might compromise the target node Nt.

The first thing an attacker can see is the packet size and
the content of the packets. In Section 3.1 we assumed a
constant packet size s, so the mutual information of s and
Nt is I (s; Nt) = 0. The same holds for the content of
the packets: Because they are layered encrypted the at-
tacker observes packets with different content on every hop.
The critical point is when Nt replaces a dummy message in
the ticket by its own encrypted response. But because the
messages change at every hop the attacker cannot distin-
guish, whether the message content changed because of the
layered encryption or because it was exchanged by an en-
crypted response. It follows for every given content cm of a
message m holds I (cm; Nt) = 0.

A strong passive attacker can also observe all sending
events Si and receiving events Ri at a node Ni. Because
the messages are sent over the complete path, all nodes
N1, · · · , Nt+e send and receive a message. It follows that
P (Nt|Si) = P (Nt) and therefore I(Nt; Si) = 0, respec-
tively I(Nt; Ri) = 0 for all 0 ≤ i ≤ t + e.

Our protocol is also robust to packet counting attacks.
In those attacks the attacker counts the number of incom-
ing and outgoing packets and tries to correlate the sender
node N0 to the receiver node Nt. Because all nodes on the
path receive a packet, the attacker is neither able to reduce
the size of the unlinkability set nor is he able to adjust the
probability for a node Ni for being the target node Nt.

Because during the communication from N0 to Nt all
nodes have to perform the same calculations the computa-
tional overhead is the same at every hop. From this it fol-
lows that the time between the receiving of a packet and
forwarding it to the next node only depends on the compu-
tational power of the node and not whether it is the target
node or not. For building the response it is different: All
nodes except Nt perform a decryption before they forward
the message. Nt can prepare the encrypted response mes-
sage mr before it receives the ticket because N0 first sends
a request message to Nt. In this case Nt decrypts the ticket
message and replaces it with mr. Because the computa-
tions are the same, also the latency between receiving the
ticket and forwarding the response is the same compared to
forwarding a message by any other node Ni, i 6= t. As a
result the attacker also gains no information by measuring
the latencies at nodes forwarding packets.

If a sender node N0 communicates frequently with the
same target node Nt, N0 must choose the same path for
communication in order to prevent intersection attacks. In
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this kind of attacks the attacker intersects the different un-
linkability sets and if a node Ni is member of several un-
linkability sets he is more likely to be the communication
partner of N0.

3.4 Discussion

As seen in the previous section our protocol offers per-
fect unlinkability even in the presence of strong passive at-
tackers. The established mix and Tor networks do not ful-
fill this requirement, because in these networks the attacker
has the chance of performing traffic analysis attacks. Ap-
proaches which base on the DC net protocol can offer per-
fect unlinkability but with noticeably higher cost. While
our protocol only needs Θ(n) messages to build an abso-
lute degree of unlinkability of log2 n, the DC net protocol
needs Θ(n2) messages. The number of messages only in-
creases linear to the size of the unlinkability set because it
only depends on the length of the communication path.

Both, for our protocol and for DC net, it is possible to
adjust the size of the unlinkability set. They can increase
the unlinkability set maximally to the number of all network
participants. Adjusting the unlinkability set is useful to find
a tradeoff between performance and degree of unlinkability,
and also to adapt the protocols to different scenarios.

In contrast to mix and Tor networks our protocol offers
besides unlinkability also perfect receiver anonymity. The
DC net protocol also offers receiver anonymity but as seen
before at higher costs.

The protocol still offers unlinkability in the presence of
active attackers. Active attackers are able to disrupt the ex-
ecution of the protocol but they are not able to break the
unlinkability. If m of the n nodes of the unlinkability set
are malicious then the degree of unlinkability decreases to
log2(n−m). To break the unlinkability the attacker has to
control n − 1 nodes of the unlinkability set. In the same
way it is only possible to break the unlinkability in DC nets
if the attacker controls n− 1 nodes of the unlinkability set.

4 Conclusion

We introduced a definition for the degree of unlinkability
in order to measure and evaluate the unlinkability a protocol
offers. It was shown that the protocol we presented offers
perfect and unbreakable unlinkability. Any observation a
strong passive attacker can make does not decrease the de-
gree of unlinkability. The overhead generated by the proto-
col is linear to the size of the unlinkability set in contrast to
the well known DC net, which also offers unbreakable un-
linkability but has a quadratic message overhead. We have
shown how to use the protocol in practice, both for the sce-
nario of internet communication and for communication in

ad hoc networks. We plan a prototype implementation in or-
der to analyze the performance during the communication.
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